Abstract:

With the ever-increasing diffusion of computers into the society, it is widely believed that present popular mode of interactions with computers (mouse and keyboard) will become a bottleneck in the effective utilization of information flow between the computers and the human. Vision based Gesture recognition has the potential to be a natural and powerful tool supporting efficient and intuitive interaction between the human and the computer. Visual interpretation of hand gestures can help in achieving the ease and naturalness desired for Human Computer Interaction (HCI). This has motivated many researchers in computer vision-based analysis and interpretation of hand gestures as a very active research area.

Keywords: Hand Gesture Recognition, Human Computer Interaction, Computer Vision.

1. INTRODUCTION

With the development of information technology in our society, we can expect that computer systems to a larger extent will be embedded into our environment. These environments will impose needs for new types of human-computer-interaction, with interfaces that are natural and easy to use.

The user interface (UI) of the personal computer has evolved from a text-based command line to a graphical interface with keyboard and mouse inputs. However, they are inconvenient and unnatural. The use of hand gestures provides an attractive alternative to these cumbersome interface devices for human-computer interaction (HCI). User’s generally use hand gestures for expression of their feelings and notifications of their thoughts. In particular, visual interpretation of hand gestures can help in achieving the ease and naturalness desired for HCI. Vision has the potential of carrying a wealth of information in a non-intrusive manner and at a low cost; therefore it constitutes a very attractive sensing modality for developing hand gestures recognition. Recent researches [1, 2] in computer vision have established the importance of gesture recognition systems for the purpose of human computer interaction.

The primary goal of gesture recognition research is to create a system which can identify specific human gestures and use them to convey information or for device control. A gesture may be defined as a physical movement of the hands, arms, face, and body with the intent to convey information or meaning. Gesture recognition, then, consists not only of the tracking of human movement, but also the interpretation of that movement as semantically meaningful commands. Two approaches are commonly used to interpret gestures for Human Computer
interaction. They are

**Methods Which Use Data Gloves:** This method employs sensors (mechanical or optical) attached to a glove that transduces finger flexions into electrical signals for determining the hand posture. This approach forces the user to carry a load of cables which are connected to the computer and hinders the ease and naturalness of the user interaction.

**Methods which are Vision Based:** Computer vision based techniques are non-invasive and based on the way human beings perceive information about their surroundings. Although it is difficult to design a vision based interface for generic usage, yet it is feasible to design such an interface for a controlled environment [3].

1.2 Application Domains

In this section, as the gesture recognition can be used in many more areas, we present an overview of the some of the application domains that employ gesture interactions.

**Virtual Reality:** Gestures for virtual and augmented reality applications have experienced one of the greatest levels of uptake in computing. Virtual reality interactions use gestures to enable realistic manipulations of virtual objects using ones hands, for 3D display interactions [4] or 2D displays that simulate 3D interactions [5].

**Robotics and Telepresence:** Telepresence and telerobotic applications are typically situated within the domain of space exploration and military-based research projects. The gestures used to interact with and control robots are similar to fully-immersed virtual reality interactions, however the worlds are often real, presenting the operator with video feed from cameras located on the robot [6]. Here, gestures can control a robots hand and arm movements to reach for and manipulate actual objects, as well its movement through the world.

**Desktop and Tablet PC Applications:** In desktop computing applications, gestures can provide an alternative interaction to the mouse and keyboard [7]. Many gestures for desktop computing tasks involve manipulating graphics, or annotating and editing documents using pen-based gestures [8].

**User’s Tolerance:** The malfunctions or mistakes of Vision-based interaction should be tolerated. When a mistake is made, it should not incur much loss. Users can be asked to repeat some actions, instead of letting the computer make more wrong decisions.

**Scalability:** The Vision-based interaction system should be easily adapted to different scales of applications. Fox eg. the core of Vision-based interaction should be the same for desktop environments, Sign Language Recognition, robot navigation and also for VE.

Most of the systems reviewed rely on the simple idea of detecting and segmenting the gesturing hand from the background using motion detection or skin colour. According to
Wacs et al. [17] proper selection of features or clues, and their combination with sophisticated recognition algorithms.

Games: When, we look at gestures for computer can affect the success or failure of any existing and future games. Freeman et al. [9] tracked a player’s hand work in the field of Human Computer interaction using hand or body position to control movement and orientation of interactive game objects such as cars. Konrad et al. [10] used gestures to control the movement of avatars in a virtual world, and Play Station 2 has introduced the Eye Toy, a camera that tracks hand movements for interactive games [11].

Sign Language: Sign language is an important case of communicative gestures. Since sign languages are highly structural, they are very suitable as test-beds for vision algorithms. At the same time, they can also be a good way to help the disabled to interact with computers. Sign language for the deaf (e.g. American Sign Language) is an example that has received significant attention in the gesture literature.

2. VISION BASED GESTURE RECOGNITION

Vision-based interaction is a challenging interdisciplinary research area, which involves computer Vision and graphics, image processing, machine learning, bio-informatics, and psychology. To make a successful working system, there are some requirements which the system should have:

Robustness: In the real-world, visual information could be very rich, noisy, and incomplete, due to changing illumination, clutter and dynamic backgrounds, occlusion, etc. Vision-based systems should be user independent and robust against all these factors.

Computational Efficiency: Generally, Vision-based interaction often requires real-time systems. The vision and learning techniques/algorithms used in Vision-based interaction should be effective as well as cost efficient.

2.1 Features for Gesture Recognition

Selecting features is crucial to gesture recognition, since hand gestures are very rich in shape variation, motion and textures. For static hand posture recognition, although it is possible to recognize hand posture by extracting some geometric features such as fingertips, finger directions and hand contours, such features are not always available and reliable due to self-occlusion and lighting conditions. There are also many other non-geometric feature such as colour, Silhouette and textures, however, they are inadequate in recognition. Since it is not easy to specify features explicitly, the whole image or transformed image is taken as the input and features are selected implicitly and automatically by the recognizer. Hand features can be derived using the following three approaches:
1. Model based Approaches (Kinematic Model):

Model based approaches attempt to infer the pose of the palm and the joint angles. Such an approach would be ideal for realistic interactions in virtual environments. Generally, the approach consists of searching for the kinematic parameters that brings the 2D projection of a 3D model of hand into correspondence with an edge-based image of a hand. A common problem with the model-based approaches is the problem of feature extraction (i.e. edges). The human hand itself is rather texture less and does not provide many reliable edges internally. The edges that are extracted are usually extracted from the occluding boundaries. In order to facilitate extraction and unambiguous correspondence of edges with model edges the approaches require homogeneous backgrounds and high contrast backgrounds from author to author. Kendon distinguishes relative to the hand. “autonomous gestures” which occurs independently of speech from “gesticulation” that occurs in association of View based Approaches: Due the above mentioned speech. McNeill recognize three groups of gestures: fitting difficulties associated with kinematic model “iconic” and “metaphoric gestures” and “beats”. The based approaches, many have sought alternative taxonomy that seems most appropriate for HCI purposes representations of the hand. An alternative approach that has garnered significant focus in recent years is view-based approach. View-based approaches, also referred to as appearance-based approaches, model the hand by a collection of 2D intensity images. In turn, gestures are modelled as a sequence of views.

2 Low Level Features based Approaches:

In many gesture applications though all that is required is a mapping between input video and gesture. Therefore, many have argued that the full reconstruction of the hand is not essential for gesture recognition. Instead many approaches have utilized the extraction of low-level image measurements that are fairly robust to noise and can be extracted quickly. Low-level features that have been proposed in the literature include: the centroid of the hand region, principle axes defining an elliptical bounding region of the hand, and the optical flow/affine flow of the hand region in a scene

2.2 Classification of Hand Gestures

Hand Gestures can be classified using the following two approaches.

Rule based Approaches: Rule-based approaches consist of a set of manually encoded rules between feature inputs. Given an input gesture a set of features are extracted and compared to the encoded rules, the rule that matches the input is outputted as the gesture. As an example, in predicates related to low-level features of the motion of the hands are defined for each of the actions under consideration. When a predicate of a gesture is satisfied over a fixed number of consecutive frames the gesture is returned. A major problem with rule-based approaches is that they rely on the ability of a human to encode rules.
**Machine Learning based Approaches:** A popular machine learning approach is to treat a gesture as the output of a stochastic process. Of this class of approach Hidden Markov Models (HMMs) by far have received the most attention in the literature for classifying gestures.

### 2.3 Gestures Taxonomies

Several taxonomies have been suggested in the literature that deals with psychological aspects of gestures.
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Whilst “Put-That-There” used a data glove as input, video has been used in more recent systems. Starner and Pentland’s video-based American Sign Language recognition system is a worthwhile and impressive achievement. A vision-based system able to recognize 14 gestures in real time to manipulate windows and objects within a graphical interface was developed by Ng *et al.* in Abe *et al.*. Describe a system that recognizes hand gestures through the detection of the bending of the hand’s five fingers, based on image-property analysis. Hasanuzzaman *et al.* presented a real-time hand gesture recognition system using skin colour segmentation and multiple-feature based template-matching techniques. In their method, the three largest skin-like regions are segmented from the input images by skin colour segmentation technique from YIQ colour space and they are compared for feature based template matching using a combination of two features: correlation coefficient and minimum (Manhattan distance) distance qualifier. In their experiment, they have recognized ten gestures out of which two are dynamic facial gestures.

Edge-based techniques to extract image parameters from simple silhouettes are used in . The work presented by Kortenkamp *et al.* shows a system able to recognize six distinct gestures using a coarse 3-D model of a human. Nielsen *et al.* proposed a real time vision system which uses a fast segmentation process to obtain the moving hand from the whole image and a recognition process that identifies the hand posture from the temporal sequence of segmented hands. They have used Hausdorff distance approach for robust shape comparison. Their system recognitions 26 hand postures and achieved a 90% recognition average rate.
Yang et al. employ two-dimensional (2-D) motion trajectories, and a time-delay neural network to recognize 40 dynamic American Sign Language (ASL) gestures. Yin and Xie create a fast and robust system that segments using color and recognizes hand gestures for human–robot interaction using a neural network. A system intended to be particularly robust, in real world environments, is presented by Triesch and Malsburg. The strength of the recognition is based on color features extracted from a cadre of training images, and an elastic-graph-match approach.

Alon et al. applied DSTW to the simultaneous localization and recognition of dynamic hand gestures. They implemented a hand-signed digit recognition system and their algorithm can recognize gestures using a fairly simple hand detection module that yields multiple candidates. The system does not break down in the presence of a cluttered background, multiple moving objects, multiple skin-colored image regions, and users wearing short sleeves shirts.

Ramamoorthy et al. Employ HMM based real time dynamic gesture recognition system which uses both the temporal and shape characteristics of the gesture for recognition. Use of both hand shape and motion pattern is a novel feature of this work. Chen et al. Introduce a hand gesture recognition system to recognize continuous gestures before stationary background. The system consists of four modules: real time hand tracking and extraction, feature extraction, Hidden Markov model (HMM) training, and gesture recognition.

Yin Xiaoming et al. use an RCE neural network based color segmentation algorithm for hand segmentation, extract edge points of fingers as points of interest and match them based on the topological features of the hand, such as the center of the palm. Xiong et al. investigated the utility of motion symmetries of a speaker’s hands when they are both engaged in communication. For computing hand motion symmetries they have used an approach based on the correlation computations by deploying a two-stage algorithm of window-based correlation and ‘hole-filling’. Local symmetries are detected using a windowing operation and demonstrated that the selection of a smaller window size results in better sensitivity to local symmetries at the expense of noise in the form of spurious symmetries and ‘symmetry dropoffs’. Elena et al. Approached the problem of hand recognition through a matching process in which the segmented hand is compared with all the postures in the system’s memory using the Hausdorff distance. The system’s visual memory stores all the recognizable postures, their distance transform, their edge map and morphologic information. Joshua R. New et al. Present a real-time gesture recognition system which can track hand movement, define orientation, and determine the number of fingers being held up in order to allow control of an underlying application.
4. CONCLUSION

The importance of gesture recognition lies in building efficient human–machine interaction. Its applications range from sign language recognition through medical rehabilitation to virtual reality. Given the amount of literature on the problem of gesture recognition and the promising recognition rates reported, one would be led to believe that the problem is nearly solved. Sadly this is not so. A main problem hampering most approaches is that they rely on several underlying assumptions that may be suitable in a controlled lab setting but do not generalize to arbitrary settings. Several common assumptions include: assuming high contrast stationary backgrounds and ambient lighting conditions. Also, recognition results presented in the literature are based on each author’s own collection of data, making comparisons of approaches impossible and also raising suspicion on the general applicability. To ameliorate these problems there is a need for the establishment of a standard database for the evaluation and comparison of techniques, similar in spirit to the FERET database.

In summary, a review of vision-based hand gesture recognition methods has been presented. Considering the relative infancy of research related to vision-based gesture recognition, remarkable progress has been made. To continue this momentum, it is clear that further research in the areas of feature extraction, classification methods and gesture representation are required, to realize the ultimate goal of humans interfacing with machines on their own natural terms.
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